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SECTION 1
INTRODUCTION

The detonation of nuclear devices at high altitudes (E- and
r-layer altitudes) produces copious, persistent ionization which typically
divides into striations aligned with the geomagnetic field. The propaga-
tion of radio waves through this medium results in perturbations of the

wave front that may lead to a scintillating, fading signal at the receiver.

A previous report1 developed an analytic treatment quantifying
the signal characteristics if dimensions of the structure were small com-
pared to a Fresnel zone. This work was extended to treat fading rates?

under similar limitations.

Unfortunately, it appears that at satellite communication fre-
quencies, the assumption that all of the structure is small is invalid.
Analytic techniques have not been developed for structures about the size
of a Fresnel zone. (Larger structures can be treated by ray optics tech-
niques.) However, it is practical on modern, high-speed computers to
represent the striated medium as a series of thin phase shifting screens
and compute the propagation of waves through this by Fourier propagation
techniques. This technique is called a Multiple Phase Screen (MPS) compu-
tation and produces a representative electric field distribution on the

receiver plane.

A series of MPS computations® was run for an L-band signal trav-
ersing an environment described by an exponential power spectre Jdensity

(PSD) of integrated electron concentration fluctuations. The sults were
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interpreted in terms of an effective variance of phase shift integrated
along lines parallel to the line of sight to the satellite transmitter.

The effective variance was defined as that which would lead to a prediction
of similar signal characteristics when used with analytic expressions devel-
oped for small structure. The effective and actual phase variances were
related through the fraction of the PSD that corresponded to structure with

a spatial wavelength smaller than about three times the Fresnel length.

Methods of scaling the results of the MPS computations to other
wavelengths and geometries were discussed in Reference 3. However, it
appeared desirable to obtain results over a wider range of parameters and
for different phase shift power spectral densities. This report describes
the results of MPS computations at frequencies from 300 MHz to 8 GHz for
two different phase PSD's, and at structural intensities such that the
receiver plane statistics varied from trivial perturbations to fully devel-
oped scintillations. Primary emphasis was upon those environments for

which the scintillations would be significant to a receiver. Altogether,

about 2000 simulations were run.
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SECTION 2
SMALL SCALE THEORY

This section will present relevant background about the effect of
small scale structure extracted from previous work. There will be informa-
tion concerning the description of the environment, dimensional scaling,

amplitude scintillation, and fading rates.

2.l ENVIRONMENT

The general configuration is that depicted in Figure 1. An undis-
turbed electromagnetic wave is incident on a region of varying index of
refraction. The wave front is assumed planar, but the extension to a spher-
ical shape is only mathematically more tedious rather than essentially dif-
ferent. The wave propagates through the structured medium followed by an
unstructured one. The character of the wave front at a receiver plane is
the desired output. The assumption of a plane wave and infinitely long
striations parallel to the incident wave front renders the problem two-
dimensional rather than three and is a reasonable representation of the

nuclear degradation problem.

If the striations are inclined to the wave front, this analysis
is valid so long as the inclination is not too close to m/2 and if proper

care is taken of the increased path length through the striations.

The index of refraction of a plasma for microwaves (in regions

where the wave frequency greatly exceeds the collision frequency) is given

by

s
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Figure 1. Propagation computation geometry.
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where
2 2
: n,=w meO/e (3)
| 11 (2w ¢ -3
= 2.8278 x10 (T) cm 5 4
if A is in centimeters. For conditions of concern to this study, the
index of refraction is nearly unity so that
4 =1 /2 5
, p=1-n/n, . (5)

It is assumed that the medium can be described by a mean electron
content no(z) , which varies slowly with =z , and a fluctuating increment
ne(x,z) such that

7 Ny = no(z) + ne(x,z) : (6)

The phase advance compared to the mean is

N
=

dé _

az =% Wp-m (7
. n
_m e
i (8)
and
¢(x) = = f g (x,2) d 9
X) = — n_(x,z) dz
An, r -L/2 ®




For validity, the thin phase screen approximation requires the
deflection of a wave traversing a screen to be small compared to structural
dimensions of the striations. If this is true, propagation through a phase
shifting screen at the middle of the medium with a phase shift ¢(x) is equi-
valent to propagation through the actual medium. Multiple phase screen
computations are applicable if the medium can be divided into a series of
segments such that each can validly be considered thin, but the total medium
is not thin. Of course, if the total medium is also thin, an MPS computa-
tion is still valid, but is an unneeded complication and requires needless

computing.

The phase shift, ¢, can be any arbitrary function. For the
scattering case considered here, it is a random function and it is possible
that only its statistical description is known. For this problem, ¢ is
taken to be gaussianly distributed because the sight path intersects many
randomly located striations. The central 1limit theorem then leads to the
gaussian distribution. The characteristics of the phase screens are
described by the phase variance, oi , and either the PSD or its equivalent,
the autocorrelation function R, (§). The PSD and R, are related by being a

¢ ¢

Fourier transform pair.

For some purposes (one being the determination of fading rates),

it is necessary to know the properties of the transverse spatial derivative

of the phase ¢'. In the appendices of Reference 3 it is shown that
2 (o]
G5 = PSD, (k) dk 10
b f_m s (10)
and
o2, =f k% pSD_ (k) dk . (11)
¢ e ¢

10
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Equivalently, these may be obtained from the autocorrelation function. If
we use R¢(£) to denote the normalized autocorrelation function of ¢
(i.e., R¢(O) = 1),

2
a%R
g Ao ¢]
o’ = -0 . (12)
¢ ¢[dgz £=0

¢' is important because the local deflection of a wave, 6, is given by
p

A
BrmY W)
so that 2
2 A 2
Oy =—= 0 - (14)
9 4n2 3

At some point it is necessary to relate the phase shift to plasma
parameters. One way that this has been done (as in Reference 1) is to
visualize the medium as containing axisymmetric striations with an electron

concentration:
5 2.2
A= nOexp(-r /2a") (15)

where n, may be a function of a, r is the distance from the striation
axis, and there is a distribution of striation sizes given by a probability
distribution function, P(a). The following notation will be used:

—_— 00 4

e =] wia) s Pl da . (16)

0 0
0

For the normal case that the striations overlas little, these expressions

lead to a variance of the local electron concentration of

N

oﬁ = Tmn az (17)

o

where m is the number of striations per unit area.

11
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a = (18)
» 2
| n;a
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E CE e (19) |
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‘ the phase variance is ]
7/2
O'i = —————Z; > L n(z) as . (20)
A ng sina

where a 1is the angle between the mean direction of propagation and the
striation axes. In terms of the variance of electron concentration, this :
is

o

Hh N

& 2n5/2

L

20
A“sina e n

(21)

m|m

(0]

2
¢

O BN

The normalized autocorrelation function is given by the integral

ng a3 exp(-£2/4az) P(a) da ,
(22)

-00

Rpts) =

(23)




2.2 DIMENSIONAL SCALING

If the thin screen approximation is valid (i.e., transverse deflec-
tion of energy is small within the medium), the Fresnel integral that gives

the distribution of the field at the receiver plane is

. : 2
EG) = = f exp [-H%‘—]:—L)- . icb(x)] dx (24)

where the geometry is shown in Figure 2. Basic assumptions are an incident

plane wave and a medium that produces only moderate scattering.

Incident
y X Plane Wave

Receiver Plane Phase Screen

Figure 2. Geometry of propagation problem.

Obliquity factors of the order of cos 6 have been set equal to unity so

that scattering at angles in excess of 0.1 radians or so is improperly

e

treated. However, if scattering were that great, most systems would not
operate satisfactorily. This geometry is also applicable to propagation

between phase screens in the MPS approach where 'receiver plane'" is inter-

preted as the next phase screen.




Inspection of Equation 24 indicates that there is a characteristic
dimension associated with the problem: VAr . This is called the Fresnel

distance:
L. = /Ar . (25)

The Fresnel distance is that distance along the phase screen away from the
direct, straight-line path which results in a m-radian phase retardation
in the integral of Equation 24. It is basically a region of coherence.
Outside that region, the phase factor ﬂxz/kr results in more and more
closely spaced oscillations of the integrand so that the contribution to

the integral becomes small. If a new set of variables

X. = x/ﬂ,f

and

Y1 = ¥4

is introduced, Equation 24 can be written as

Ey,) = if exp[-in(xl-yl)z . icp(xl)] dx, (26)

-00

which is the scaled form.

The implication of Equation 26 is that if the phase shift at the

scaled location in the phase screen x., is maintained constant as lf

changes, the field at the scaled point1 Y1 in the receiver plane remains
constant. Thus, if the structure of the phase variations is characterized
by a decorrelation length £ and if o¢ and 2/2f are held constant, the
statistics in the receiver plane should remain constant except that the

spatial correlation distance should vary as lf .




2.3 AMPLITUDE FLUCTUATIONS

The mean value of E can be obtained by averaging E over all
. distributions of ¢ . If the structure of ¢ is small compared to lf 5
this can be accomplished by multiplying the value of E as given by Equa-
- tion 24 by the probability distribution of ¢ and integrating over the
;'1 range of ¢ . For the small scale case, the order of integration over X

| and ¢ can be inverted to yield
E = E, exp(-02/2) 27
0 ¢

where EO is the value of the field in the absence of any phase perturba-

tions. This E is referred to as the specular component.

: ot e

The output of the MPS computations will be interpreted in terms

of an effective phase variance csz . One of the means of estimating this
: will be through analysis of EYEO where the inverse of Equation 27 will
¥ be used:
%, = 2 n(E/E) (28)
eff 0 i

It was argued in Reference 1, that the mean power is unaffected
by scattering and that power removed from the specular component (1-exp(—0£))
is evenly divided between random components in phase and quadrature to the

specular component. These are also referred to as real and imaginary com-

P | ponents. Thus the variances of these are
Z -2 2
R E0 [1- exp(-o¢)]/2 3 (29)

Thus another way of estimating an effective phase variance is

2 2.2
Ogpg = -#n[l - 207 /€] . (30)

15
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If there is some large scale phase structure that modulates the
phase on the receiver plane without affecting the amplitude, it can lead to
an apparent increase in the random quadrature component. Let the signal be

represented by
S =[(E+go) + ig.0,] exp(iy) (31)

where £ and g; are each random numbers from a unit variance gaussian
distribution and Y is the random phase modulation. Based upon the assump-
tion that the distribution of Yy 1is sufficiently small that quartic terms
in Y can be dropped and that o. and o, are equivalent, the variance

of the real component of S is
O, =0 (32)

and that of the imaginary component is

2o 2002
oy =0+ Eos1n e (33)
Thus, the variance of the imaginary component is degraded by a phase modula-
tion to a greater extent that that of the real component. Consequently, in
the data analysis, the variance of the quadrature component will not be

used.

Consider next the amplitude of the signal |S| . If the expres-

sion for S 1is taken from Equation 31,

o - S
|s| = \ﬁf-+gr0r) + ;05 (34)

In the weak scintillation case, oi <<E0 s, SO that

16




2.2
~ = 8i%
S| = E + g0, * e (35)
The variance of |S| is
4
0.
At
OISI O'r + ?%-f (36)

Consequently, for cases of weak scintillation, the variance of the magnitude
of the field is a good approximation to the variance of the in-phase random
component and can be used in Equation 30 to estimate osz :

A parameter often used for measuring scintillation is the S4

index. Its square is the variance of the power

S4 = : (37)

——2

I5f*

For the small structure case, E 1is Rayleigh-distributed, and

52 =1 - exp(—202

» s (38)
or
Z 1 2
Ocff = --2—9,n(1 = S4) ‘ (59)

The pioblem with the use of this measure is that the Si index, which
involves a mean fourth power of the signal amplitude, is quite sensitive to
large values of field strength. Large scale focusing tends to produce more
points of high field strength than would occur in a Rayleigh distribution,
which distorts the data somewhat. In practice, values of Si in excess of 1
occurred for several simulations. This, of course, precludes the straight-

forward application of this measure to all the data generated.

17
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A final means of establishing an effective phase variance is to
count the probability of deep fades. This has the beauty of being exactly
the phenomenon of concern. The probability of very deep fades (greater
than 20 dB) is sufficiently small that the statistics on their occurrence
are not very precise using the simulation. Fortunately, when deep fades
become prevalent, the probability density distribution is nearly uniform,
or at least has a constant gradient near the origin. For these conditions,
the probability of an electric field amplitude less than a specified value
is proportional to the square of that value. This allows the extrapolation

of the probability of a rare event from a larger data base.

The specific means developed for establishing an effective phase 3
variance is as follows. The probability of a 20-dB or greater fade (ampli- 1
tude less than 0.1) is obtained by taking the probability of a fade to less
than an amplitude of EI/EO and dividing by 100(51/50)2 . Data is available

on the probability of a 20-dB fade as a function of B (the specular-to-
random ratio) for a Rician distribution (Figure 3). Thus, B is obtained

from the extrapolated probability of a 20-dB or greater fade. B is

related to the effective phase variance by

- 1+ B)
; o2ee = m(i5E) . (40)
~ The problem with estimating osz in this manner is that it can
-
* be applied only over a limited range of ogff . To obtain good estimates
with the limited precision of fade probability requires that B be between

about 0.5 and 5, which implies a variation in effective rms phase of 2.
Consequently, because steps of a factor of 3 were used in 0¢ in most sets

of simulations, few good estimates were obtained for each value of £ .
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FADING RATES

Several potential causes of signal fading due to propagation
through a striated environment have been investigated: relative motion of
the direct sight path and the striated plasma; relative motion of various
portions of the plasma; motion of the source toward the receiver; the addi-
tion of more striated media; and decay of ionization. The primary cause
of fading here is relative motion of the sight path and the plasma. Another
way of visualizing this type of fading is to consider it as convection of a
nearly time-invariant field past the receiver or vice versa. This source

of fading is the only one to be considered here.

There are several ways to estimate the decorrelation distance of
the electric field strength in the receiver plane. The variation in dis-
tance to points of constant phase in the phase screen was used in Reference
4; the autocorrelation function of the electric field amplitude was devel-
oped in Reference 2; the beat distance for rays converging at *o can be
used; and the autocorrelation function of the electric field can be used
in some cases. The primary measure of fading rate or, equivalently, fading
distance will be a decorrelation distance, lc, on the receiver plane

because this can be obtained from the MPS computations.

If the striated environment is sufficiently intense to produce
scintillations, there will be multi-path conditions and wavelets inter-
acting at the receiver plane which are distributed in angle with a standard

deviation 0, . Two waves converging at angles of *o

6 will provide a beat

0
distance

A
Q,b——z-o_—e- .

One would expect the beat distance to be somewhat greater than the

decorrelation distance — larger perhaps by a factor of two or three.

20

e Ll N A S AP S I 1




The value of Og can be obtained from Equation 14 and by noting that o

¢|

is related to o, by a scale distance, s, obtained from Equations 21 and

(0
23
0¢, = 0¢/s (42)
= 0¢//§ ag . (43)
Thus,
Ly = /71raf/o¢ : (44)

One therefore expects the decorrelation distance to be a few times af/o¢ 4

Consider the alternate derivation of the electric field autocorre-

lation function. This is given in Equation 77 of Reference 1 as:

2
Re(E) = eXP{-0¢[1 -Ry ()1} . (45)

Once the wave leaves the phase screen, the angular power spectral density
and, hence, the electric field autocorrelation function are independent of
the distance from the screen. The character ~f the field do:s change,
however. At the screen the field amplitude is constant and the decorrela-
tion is due to phase modulation. At sufficiently great distances and for
sufficiently great 0¢ , wave mixing occurs, converting the phase modulation
to amplitude scintillation with a statistically random phase or, equiva-
lently, into statistically independent in-phase and quadrature components.
In this limit, the autocorrelation function of each of the random components

becomes equal to that of the initial field (Equation 45).

If one defines the decorrelation distance as that value of &

for which RE(ld) = e'1 and if ci>>1 , only that portion of R¢(€) where

21
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it is nearly unity is significant. Consequently, it can be approximated

by
P e
G, &
By 8 51 < ot
20
¢
and 212
30 °¢'2d
2
or
zd = Vﬁ‘/o¢,

The use of Equation 45 leads to

L. = Zaf/o

d ¢

As expected, this is somewhat smaller than the previously computed beat
distance.

22
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; SECTION 3
PHASE SCREEN CHARACTERISTICS

< 2 RELATIONSHIPS OF STATISTICAL DESCRIPTORS

In the literature dealing with scintillation produced by iono-
spheric striations there is a variability in notation. Although the con-
ventions used hcre will not agree with those used by all workers in the

field, they are as follows.

The normalized power spectral density of a zero mean random

function y in an interval L will be

L/2 P 2
o ikx
PSDy(k) = Sl IL/Z y(x) e dx (50)
and the autocorrelation function will be
R¥(E) = {y(x) y(x+ )

r L/2
=1l/Lg yix)y(x+E)dx . (51)

E - -L/2

As given, the power spectral density and autocorrelation function are not
normalized. After the autocorrelation function is normalized to be one at
E=0,

- PR* 2
Ry(ﬁ) = R),(E)/Oy : (52) i

23




The power spectral density and autocorrelation function form a Fourier
transform pair. That is,

* i -ikg
R, () -prsny(k) e 5k . (53)

In Reference 1 it was shown that the variance of the various

derivatives of y could be obtained as the value of derivatives of Ry(&)

evaluated at & = 0:
2n
S (R (a)) o2 (54)
diy LagT\ Y le-nf *
n
dx

d2n ( "
R (a))
ngn y £=0

The derivative of the autocorrelation function can be obtained by operating

(55)

on Equation 53. Thus,

o2 =f k®Mpsp (k) dk . (56)
n y
dy Je
dxn
3.2 CHESNUT DISTRIBUTION

A plasma model often considered was inferred by Chesnut from
photographic data of nuclear-detonation plasma striations. As pointed out
by Chesnut, this model may be deficient in small scale structure which was

obscured by photographic grain size. In any event, for this*:

Ry(E) = (1 + £2/20% 71 (57)

*

The % used here is related to the a used above by a = £/V2 .
2 is used here to conform to the original Chesnut analysis and the multiple
phase screen propagation program of AFWL.

24
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discussed more in Section 5.5.) However, the decorrelation distance at
small values of 0¢ is rather academic because scintillation is minor in
those cases. Thus, for cases of significant scintillation, the decorrela-
tion time is the time required for relative motion of the plasma and sight
path to convect the field distribution a distance in the receiver plane

that is inversely proportional to the rms phase shift of the screens.

If one uses the data for which the Si index exceeds 0.6, the value

of 2d0¢/2 is 0.58 for an 2 of 420 m; 0.54 for an & of 1250 m; and
0.55 for an & of 3750 m. It should be noted that for these cases of sig-
nificant scintillation, the data varied about the simple inverse power fit
by about *50 percent for all computed cases for wavelengths from 3.75 to
100 cm, for outer scale lengths from 420 to 3750 m, and for mean ranges to
the phase screen of 300 and 1000 km. Thus, the data cannot be taken to be
a particularly pathological case, but must be assumed to have a reasonably

general applicability.
5.4 DECORRELATION DISTANCE — CHESNUT DISTRIBUTION

Similar decorrelation distance data is shown in Figures 14, 15,
and 16 for data generated with the Chesnut model of phase screen phase

shift. As can be seen, for large values of o (significant scintillation),

¢

the decorrelation distance falls off as o,

¢

The lines at small values of 0¢ are merely to identify points

associated with nearly equal Fresnel distances (given in meters), which is

a subject of discussion in Section 5.5,

The particular lines drawn for approximating the data for large
scintillation cases are not best fits, but are the theoretical lines given
by Equation 48, as will be discussed in Section 6.2. The best fitting lines

with a slope of -1 are 2d0¢/2 equal to 0.9 when £ = 100 m; equal to 1.32
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when & = 300 m; equal to 1.59 when £ = 1000 m; and equal to 1.38 when
£ = 3000 m.

9.5 DECORRELATION DISTANCES —WEAK SCINTILLATION

Figure 17 is a different plot of the decorrelation distance for
weak scintillations (Si < 0.1). Here the decorrelation distance is plotted
i | in terms of the Fresnel distance. It can be seen in Figures 14, 15, and 16
: that at small values of o¢ . Rd becomes relatively constant for a fixed
{ Fresnel length.

All the data for small values of o¢ for the natural ionosphere
fit a single curve of the form Rd = 0.324 Qf and the variance of individual
‘} . computations (42 cases) is only 0.018 Qf. Thus, for cases of small scin-

tillation, the characteristic fading rate for the natural ionospheric model

is associated with a spatial autocorrelation distance of a third of a

]

Fresnel distance.

The decorrelation for the Chesnut model is not so uniform. For a
characteristic length of 300 m for the distribution of phase shift, the data
for all wavelengths and for both 300- and 1000-km mean separation of the

phase shifting screens and receiver plane lie on a single curve with a slope
of about 0.5. Moreover, at Fresnel distances in excess of 300 m, the
decorrelation distances are nearly the same as for the natural ionosphere.
One is inclined to speculate (without definitive data) that if there is con-
siderable structure in the phase screens with characteristic dimensions
smaller than the Fresnel length, the electric field magnitude in the receiver

plane will show a decorrelation length comparable to the Fresnel length.

The data for the Chesnut distribution and & = 1000 m displays a
different character. It splits into two branches at small values of ﬁf

dependent upon the range to the phase shifting screens. For the screens at
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a mean range of 300 km, the variation of 2d is nearly proportional to the

square of lf. This implies that it is directly proportional to the wave-

length of the propagating signal. The cause of this has not been identified.

It should be reiterated that for this distribution of phase shifts in the
screens and the large ratio of z/zf characteristic of the data, the scin-
tillation parameter is small and the major effect is large-scale focusing
rather than multipath. Thus, one might expect the decorrelation distance to
exceed that associated with true multipath. In Reference 3, it was esti-
mated that multipath would dominate effects for the natural ionospheric
model and for £ = 300 m for the Chesnut model, but that large-scale
focusing would dominate for £ = 1000 m and 0¢ <10 (which is the region
)

for which &2, is independent of o

d ¢

In conclusion, one has the feeling that if small-scale fluctua-
tions in the phase shift lead to multipath conditions, the detrended signal
magnitude will exhibit a decorrelation length comparable to the Fresnel

distance (the current simulations show Qd = Qf/S j o
5.6 ELECTRIC FIELD MAGNITUDE AUTOCORRELATION FUNCTION

The decorrelation distance discussed in the previous two sections
was the distance for the autocorrelation function of the real part of the
detrended electric field to fall a factor of e-1 . For the evaluation of
the effect of propagation through a gtriated medium upon the performance of
a communication system, it is often necessary to know the shape of the auto-

correlation function as well as the '"decorrelation distance."

Some autocorrelation functions are shown in Figure 18 for the
natural ionosphere model. Although there is considerable variability in
the curves when the autocorrelation function is much less than the value at
the origin (i.e., the normalized autocorrelation function is much less than

unity), this portion of the autocorrelation function has very minimal
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effects upon the characteristics of a sequence of values of the function.
Where the normalized autocorrelation function exceeds perhaps 10 to 20
percent, the autocorrelation function is nearly quadratic with zero slope

at the origin.

Autocorrelation functions of the field strength produced by the
Chesnut model (Figure 19) appear quite different unless the intensity of
the striations is great. In this context, ''great'" implies that the effec-
tive rms focal length of the phase screen is considerably shorter than the
separation of the phase screens and the receiver plane. This means that
there is much ray crossing between the phase screens and the receiver. If
the focal length is comparable to or greater than the separation, which is
the case for the curves shown in the figure, the autocorrelation function
of the in-phase component of the random signal tends to be more nearly
exponential with some indication of potential rounding at the origin.
However, the points shown in the figure correspond to the grid spacing in
the computation, so that there is no additional information about the

detailed shape of the curves close to the origin.
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SECTION 6
INTERPRETATION AND CONCLUSIONS

The data base included in the computations reported here is,
admittedly, limited. One distribution of random phase shift has little
high frequency content, the other has considerable; but although they do
represent quite different distributions, there were only two distributions
used. This section will interpret the results in terms of the theory pre-
sented earlier and some conclusions will be stated which, it is hoped, are

more generally applicable than to the two distributions studied.
6.1 EFFECTIVE PHASE VARIANCE

The effective phase variance for the natural ionospheric model

(Figure 7) was well fit by the expression (Equation 87):

2 2% =1/2
Octf Sk

> 1 -1{1 + >

o 42

This is exactly the same form as that derived for that portion of the phase

variance of the phase screen that corresponds to structure of wave number
greater than some cutoff value (Equation 74). Let us say that at least for
this distribution of phase shifts, the portion which is effective at pro-
ducing scintillation is that finer than a particular limit. Call the wave

1

number of this cutoff k, and the spatial wavelength Al (= Zw/kl) g
Equation 74 is normalized by dividing by the total oz and Equations 74

and 87 are compared, they become identical if
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nlf : (90)

If similar logic is applied to the Chesnut model data and Equa-
tion 88 (the experimental results) is compared to Equation 64, the result
is identical to that for the natural ionospheric model, Al = nzf «

Thus, in cases of significant scintillation it seems reasonable
to compute an effective phase variance associated with structure having a
spatial wavelength shorter than nlf , and to use this effective phase
variance in the manner described for small scale structure in Reference 1.

That is, the specular power is reduced over the free field power by

P/P0 = exp(-ogff) (91)

and the remaining power is divided between in-phase and quadrature random
components. Although the division is uneven for structure comparable in
size to 2f if scintillation is not too grcat, for cases of interesting
degradation with some detrending device (AFC, for instance), little error
should be introduced into simulations by taking the variances of the two

components as equal.*

This result with reference to effective phase variance also
implies that if the propagation medium extends over a long path length,
then in the integration of the environmental parameters along the sight

path one should compute the incremental effective phase variance for

*

Some systems may be more sensitive to the division between random
signal components than others. The actual numerical results from MPS
calculations can be employed directly in receiver simulations to assess
the sensitivity to variations in signal statistical properties.
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segments of the path and sum them. Thus, the variation with distance of

Fresnel distance and structural dimensions can be accounted for.
6.2 DECORRELATION DISTANCES

It is interesting to compare the measured decorrelation distances

with the theoretical values far from the phase screen as given in Equation

48 (ld = /7/0¢,) For the natural ionospheric model, Equation 67 relates
o, and © :
¢ ¢!
2
e gan(2k_2) (92)
¢! 22 m g

Inserting the value of the inner scale wavelength Am in terms of the

inner scale wave number yields

(S - i (93)
2 2n(4ﬂ'2/lm)

The appropriate value to use for Am is unclear. The descrip-

tion of the MPS simulation (Reference 5) implies that it is about 20 m.

If it were shorter than that, the highest frequency structure would not be
represented in the simulation because most cases used a grid spacing of

10 m. If one requires two points per cycle (necessary to avoid aliasing),
Am once again comes out to be about 20 m. If this minimum wavelength were
in error by a factor of two, it would make a difference of only 6 percent
in the theoretical value of 2d0¢/l . Table 2 shows the exgerimental
value for the mean value of 2d0¢/2 using data for which S4 > 0.6 and

also shows the theoretical values using Xm =20m .

The theoretical and experimental values are sufficiently close that one
feels reasonable confidence in computing Rd in this manner. It is inter-

esting that from the standpoint of the decorrelation distance, it is the
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'ﬁ total value of 0¢ that is important, not the effective value. The reason,

b of course, is the use of only that data associated with large amounts of

:;:: scintillation. The effective Oeff determines when scintillations start,

_ but once they have started, multipath occurs for rays converging according

;: to the total c¢, . Actually the straight-line fits with unit slope in

Figure 13 are the theoretical curves and can be seen to represent the data

well within the scatter of individual points.

! Table 2. Normalized decorrelation distances for cases of
significant scintillation—natural ionosphere.

(meéirs) Experimental Theoretical
420 0.575 +0.038 0.60
1250 0.543 +0.028 0.55
3750 0.55 +0.048 0.51

What is the case for the Chesnut distribution? In that set of

computations © is just o,/% (Equation 62) . Thus, theoretically
p ¢l ¢ q

2.0
—‘-‘2#‘&=/§. (94)

This was used to determine the fit to the data in Figures 14, 15, and 16.
The fit is within 10 percent, except for the data for which & = 100 , where

experimentally 2d0¢/2 is 0.9 rather than 1.4 .

It certainly appears reasonable to approximate the decorrelation

distance by /7/0¢, unless additional research indicates otherwise.
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6.3 SHAPE OF AUTOCORRELATION FUNCTION

For the phase screens that appear to give true multipath in the
sense of many interfering rays (the natural ionosphere), the spatial auto-
correlation function has zero slope and is concave downward at the origin.
This leads to well behaved spatial derivatives of the electric field (and
well behaved time derivatives as it convects past a receiver). As the time
intervals between samples of the signal decrease, the time derivative of
the signal becomes constant, so that the change in the signz2l becomes pro-

portional to the time interval.

In contrast, for some cases, the Chesnut model leads to nearly
exponential autocorrelation functions. This can be explained in terms of
ray optics. The large scale focusing associated with the lack of high
spatial frequency components in the phase screen results in optical caustic
curves. Across such a caustic, the electric field may change rather
abruptly. It is such discontinuities in the field that can lead to an auto-

correlation function which has a non-zero slope and an indeterminate curva-

ture at the origin.

In actual practice, diffraction should limit the abruptness of
changes across the caustics and hence round off the autocorrelation function
at the origin. Even in the worst set of data shown (the data in Figure 19
for which £ = 1000 m, A = 10 cm, Oy = 58 rad, and T = 300 km), there is a

hint of this round off. There is one more effect that rounds off the auto-

correlation function. The signal actually detected by the receiver has an
autocorrelation function which is the convolution of the field strength

autocorrelation function and the antenna aperture.

It is the feeling of the author that it is unlikely that an actual
distribution of phase shifts will be so deficient in high spatial frequency

components as the Chesnut distribution and in fact that there will always
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be a region near the origin where the autocorrelation function can be fit

by a concave-downward quadratic.

6.4 SUMMARY
6.4.1 Effective Phase Shift

The environmental phase shift effective in producing scintillation
in microwave satellite communication systems can be obtained from the PSD

of the integrated phase fluctuation

2 3 oo
Ooff —f PSD¢ dk . (95)
2/2.f

This phase shift variance can then be used as though it came from structure

small compared to the Fresnel zone.
6.4.2 Decorrelation Distances

The decorrelation distance of the electric field in the receiver
plane is

L = /f/o¢, (96)

5 s ; 4t Z <
if scintillations are significant. ( o¢, is the variance of the transverse

derivative of integrated phase in the environment.)

6.4.3 Shape of Autocorrelation Function

For the natural ionospheric model and for many conditions for the
Chesnut model, the autocorrelation function is well represented by a down-
ward open parabola with a width commensurate with the decorrelation dis-

tance. In some cases, for the Chesnut model, large scale focusing leads to
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caustic curves and an autocorrelation function which is parabolic over a

limited region and then becomes exponential.
6.4.4 Wavelength Dependence of Effects

It is interesting to compare the value of the variance of the
local electron concentration fluctuations necessary to produce a given

level of signal scintillation (i.e., the onset of major scintillations).

EE Vo= 2f ,» the effective phase variance is proportional to 0; h , where

f
n is about 2 for the natural model and 4 for the Chesnut model. Thus, for

a particular value of oiff 4 oi « 2;“ ; also, lf « Al/z , so that the
needed 0; « A-n/z . On the other hand, for a fixed environment oi o« Azoﬁ

The final implication is, then, that to produce a given level of scin- o

tillation requires a local electron concentration variance that depends upon
-3
A

at the onset of scintillations, the fading rate will be faster at the

for the natural ionospheric model and A-4 for the Chesnut. However,

shorter wavelengths because the total o, will be greater.

¢

6.4.5 Research Requirements

In order to evaluate satellite communication systems with pre-
cision, it is necessary to develop the capability of performing the inte-
gral of Equation 95. Thus, the PSD of the integrated environmental phase
shift must be available at least at spatial wavelengths less than typical
Fresnel zones. Current weapons effects phenomenology does not provide this

information.

Another reason for needing the research to determine the PSD is
to allow a more definitive choice between the parabolic and exponential
spatial autocorrelation functions in the receiver plane. (Although even
for the Chesnut distribution, only a limited range of problem parameters

leads to exponential autocorrelations.)
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